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Abstract. Zeta or L-functions are modelled on the Riemann’s zeta function

originally defined by the series ζ(s) =
P
n≥1 n

−s and then extended to the

whole complex plane. The zeta function has an “Euler product”, a “functional
equation” and though very much studied still keeps secret many of its proper-

ties, the greatest mystery being the so-called Riemann Hypothesis. Many

similar (or thought to be similar) series
P
n≥1 ann

−s have been introduced in

arithmetic, algebraic geometry and even topology, dynamics (we won’t discuss

the latter). We plan basically to discuss zeta functions attached to algebraic

varieties over finite fields and global fields.
The first applications of zeta functions have been the arithmetic progession

theorem (Dirichlet, 1837) “there exists one (hence infinitely) prime congruent
to a modulo b, whenever a and b are coprime” and the prime number the-

orem (Riemann 1859, with an incomplete proof; Hadamard and de la Vallée

Poussin, 1896) “the number of primes less than x is asymptotic to x/ log x”.
But further applications were not restricted to the study of prime numbers,

they include the study of the ring of algebraic integers, class field theory,

the estimation of the size of solutions of (some) diophantine equations, etc.
Moreover L-functions have provided or suggested fundamental links between

algebraic varieties (motives over Q), Galois representations, modular or au-

tomorphic forms; for example, though they do not appear explicitly in Wiles
work, it seems fair to say they played an important rôle in the theory that

finally led to the solution of Shimura-Taniyama-Weil conjecture and thus of

Fermat’s Last Theorem.
The first four lectures develop results and definitions which though all clas-

sical are perhaps not too often gathered together. The first lecture intro-

duces Riemann’s zeta function, Dirichlet L-function associated to a character,
Dedekind zeta functions and describes some applications of zeta functions; the

second introduces the Hasse-Weil zeta functions associated to algebraic vari-
eties defined over a finite field, a number field or a function field as well as

L-functions associated to Galois representations and modular forms; the third

reviews techniques from complex analysis and estimates for zeta functions; the
fourth touches the theory of special values of zeta functions, some known like

the class number formula and some conjectured like the Birch and Swinnerton-

Dyer formula. The fifth and final lecture is an exposition of recent work of
Boris Kunyavskĭı, Micha Tsfasman, Alexei Zykin, Amı́lcar Pacheco and the
author around versions and analogues of the Brauer-Siegel theorem.

Prerequisite will be kept minimal whenever possible : a course in complex
variable and algebraic number theory, a bit of Galois theory plus some exposure

to algebraic geometry should suffice.
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Mini-curso, XXI Escola de Álgebra, Braśılia, julho 2010

Nota bene : Notes are given in English but the mini-curso will be given in Por-
tuguese. Also these sketchy notes will be completed later and posted on my web
page. [Added August 2010 : Hopefully this is done in the present version]

Nota bene : Estas notas estão escritas em inglês mas o mini-curso sera dado em
português. Ela contém as idéias essenciais e seu esboço sera completado mais tarde
e colocado na pagina web deste autor. [Esperamos que esteja feito nesta presente
versão]
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1. Lecture I : Introduction and examples

1.1. Riemann’s zeta function (and the prime number theorem). The cen-
tral object of the theory is the Riemann zeta function, defined for <s > 1 by the
series

(1.1) ζ(s) =
∞∑
n=1

n−s.

A fundamental property is its factorisation, known as the Euler product formula,
which can be viewed as an analytic presentation of the unique factorisation theorem.

Theorem 1.1. (Euler product formula) When <s > 1, we have :

(1.2) ζ(s) =
∞∑
n=1

n−s =
∏
p

(1− p−s)−1.

This can be used to define the main branch of log ζ(s) or compute ζ′

ζ (s) and 1/ζ(s)
as follows
(1.3)

log ζ(s) =
∑
m≥1,p

p−ms

m
and − ζ ′

ζ
(s) =

∑
m≥1,p

(log p)p−ms =
∑
n≥1

Λ(n)n−s.

Here the Mangoldt function is implicitely defined as

Λ(n) =

{
log p if n = pm

0 else.

One can also compute
1
ζ(s)

=
∑
n=1

µ(n)n−s =
∏
p

(1− p−s),

where the Moebius function is defined as

µ(n) =


1 for n = 1
(−1)k if n = p1 . . . pk

0 else.

It is easy to extend a bit this function say to <s > 0, for example via the formula

(1.4) ζ(s) =
∞∑
n=1

n−s =
1

s− 1
+ 1 + s

∫ ∞
1

([t]− t)t−s−1dt,

which clearly displays a (simple) pole at s = 1 with residue 1. This formula is a
special case of the following general (and easy) lemma.

Lemma 1.2. Let an be a sequence of complex numbers with an = O(nc) for some
constant c. Put A(t) :=

∑
n≤t an then, for <s > c+ 1:

(1.5)
∞∑
n=1

ann
−s = s

∫ ∞
1

A(t)t−s−1dt.

But actually much more is true; if you have never seen the definition of the Γ
function see the beginning of lecture III.
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Theorem 1.3. (Functional Equation) The function ζ(s) extends to a function on
the whole complex plane, holomorphic except for a simple pole at s = 1 with residue
1. Further it satisfies the following functional equation. Let ξ(s) := π−s/2Γ(s/2)ζ(s)
then, away from 0 and 1, the function ξ(s) is bounded in any vertical strip and sat-
isfies :

(1.6) ξ(s) = ξ(1− s).

Corollary 1.4. The function ζ(s) does not vanish in the half-plane <s > 1;
inside the half-plane <s < 0 it has only simple zeroes at even negative integers
−2,−4,−6, . . . . All the other zeroes are inside the critical strip 0 ≤ <s ≤ 1.

Proof. (Sketch) The proof relies on harmonic analysis or Fourier analysis. Denote
f̂(x) :=

∫
R f(x) exp(2πixy)dx, the Fourier transform of an integrable function f .

Start with the Poisson formula:

(1.7)
∑
n∈Z

f(n) =
∑
n∈Z

f̂(n).

Define θ(u) :=
∑
n∈Z exp

(
−πun2

)
, then, applying Poisson formula to f(x) =

exp(−πux2) whose Fourier transform is f̂(y) = exp(−πy2/u)/
√
u, one gets the

functional equation for the theta function (this can be interpreted as θ being a
modular form of half integer weight, see section 2.5).

(1.8) θ(1/u) =
√
u θ(u).

One then computes (using the change of variables t = πn2u) for <(s) > 1.

ξ(s) = π−s/2Γ(s/2)ζ(s) =
∑
n≥1

∫ ∞
0

e−tts/2π−s/2n−s
dt

t

=
∫ ∞

0

∑
n≥1

exp(−πun2)

us/2
du

u
=
∫ ∞

0

θ̃(u)
us/2du

u

where

θ̃(u) :=
∑
n≥1

exp
(
−πun2

)
=
θ(u)− 1

2
·

Notice θ̃(u) = O(exp(−πu), when u goes to infinity; plugging in (1.8) one gets

(1.9) θ̃

(
1
u

)
=
√
u θ̃(u) +

1
2
(√
u− 1

)
.

Since
∫∞

1
t−s = 1/(s− 1) and using (1.9), we get

(1.10)

ξ(s) =
∫ 1

0

θ̃(u)
us/2du

u
+
∫ ∞

1

θ̃(u)
us/2du

u

=
∫ ∞

1

θ̃(1/u)
u−s/2du

u
+
∫ ∞

1

θ̃(u)
us/2du

u

=
∫ ∞

1

{√
uθ̃(u) +

1
2
(√
u− 1

)} u−s/2du

u
+
∫ ∞

1

θ̃(u)
us/2du

u

=
∫ ∞

1

θ̃(u)
{
u
s
2 + u

1−s
2

} du
u

+
1

s− 1
− 1
s
·
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The latter expression is a priori valid for <(s) > 1, but it is easy to see that, since
θ̃(u) = O(exp(−πu), the function is entire, it is also clearly symmetric with respect
to the transformation s 7→ 1− s. Finally the function defined by the integral in the
last line is bounded in every vertical strip. �

The zeroes inside the critical strip have two symmetries s 7→ s̄ and s 7→ 1 − s
this perhaps may suggest the following.

Conjecture 1.5. (Riemann Hypothesis) All the zeroes inside the critical strip lie
on the line <s = 1

2 .

In this direction we have the following “weak” but essential and sufficient to
prove the prime number theorem!

Theorem 1.6. (Hadamard – de la Vallée Poussin) The function ζ(s) does not
vanish on the line <(s) = 1.

Proof. Start with the trivial but useful inequality 3 + 4 cos(t) + cos(2t) = 2(1 +
cos t)2 ≥ 0. Using equation 1.3 we may write (for σ > 1):

log ζ(σ) + 4 log |ζ(σ+ it)|+ log |ζ(σ+ 2it)| =
∑
p,m

p−mσ

m
<(3 + 4p−mit + p−2mit) ≥ 0.

Taking exponentials on both side, we obtain :

(1.11) ζ(σ)3|ζ(σ + it)|4|ζ(σ + i2t)| ≥ 1.

Call h (resp. k) the order of ζ(s) at s = σ+ it (resp. at σ+2it), then the inequality
(1.11) reads, as σ tends to 1

1 ≤ ζ(σ)3|ζ(σ + it)|4|ζ(σ + i2t)| ∼ c(σ − 1)k+4h−3

with c > 0, hence k+ 4h− 3 ≤ 0. Since h, k are non negative integers we conclude
that h = 0. �

Thus the non trivial zeroes lie inside the critical strip; one can extend the HdVP
argument to show that ζ(σ + iτ) 6= 0 in regions like σ > 1 − c1

log τ and this is
essentially the best know result.

Theorem 1.7. (Prime Number Theorem) Let π(x) := #{p prime | p ≤ x} then

(1.12) π(x) ∼ x

log x
.

Equivalently if ψ(x) =
∑
n≤x Λ(n), then ψ(x) ∼ x.

The basic idea is to use a formula of Perron (see proposition 3.10), picking c > 1
and denoting

∫
(c)

for the integral on the vertical line <s = c :

(1.13) ψ(x) =
∑
n≤x

Λ(n) =
1

2πi

∫
(c)

−ζ
′

ζ
(s)xsds.

The function inside the integral has a pole at s = 1 with residue x, it has no other
pole in an open neighbourhood of <s ≥ 1 (thanks to theorem 1.6!), thus one can
move the line of integration to a contour slightly to the left of <s = 1, picking a
residu x at s = 1 and making it plausible that the contour integral is o(x) though
there remains work to be done before fully proving that (see lecture III, section 3.2,
for other approaches, each requiring the use of theorem 1.6).
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Notice, that |ζ(s)| ≤ ζ(c) for <s ≥ c > 1; using the functional equation and the
fact that ξ(s) is bounded in vertical strips one gets easily a bound for ζ(s) or ξ(s)
of the shape O(exp(c|s|1+ε)) (away from the poles) which means that the function
is of order one in Hadamard’s terminology and thus we deduce :

Theorem 1.8. (Hadamard product) The function ξ(s) := π−s/2Γ(s/2)ζ(s) can be
written as a product

(1.14) s(1− s)ξ(s) = ea+bs
∏
ρ

(
1− s

ρ

)
e
s
ρ ,

where ρ runs over the zeroes in the critical strip.

We summarise the properties that all zeta functions L(s) will (or should) enjoy:
(1) be defined by a Dirichlet series L(s) =

∑∞
n=1 ann

−s (convergent in some
half-plane).

(2) be equal to an Euler product L(s) =
∏
p Lp(s) with Lp(s) = 1+

∑
m≥1 apmp

−ms;
in fact they will be of the shape

Lp(s) =
d∏
j=1

(1− αp,jp−s)−1,

where d is called the degree of the Euler product and |αp,j | ≤ pw/2 with
equality for almost all p and w is called the weight (the Riemann zeta
function has degree one and weight zero).

(3) have analytic continuation to the whole complex plane with a functional
equation Λ(s) = ±Λ(w + 1 − s) where Λ(s) = Q−sL∞(s)L(s) is bounded
in every vertical strip; here Q is a positive real number and L∞(s) is the
product of Gamma functions Γ(as+ b).

(4) be a function of order one and therefore have Hadamard factorisation.
(5) satisfy the analogue of the Riemann hypothesis.

1.2. Dirichlet’s L-functions (and the arithmetic progression theorem).

Theorem 1.9. Let a, b be coprime integers (i.e. gcd(a, b) = 1) then there exists
(infinitely many) primes p congruent to a modulo b. Moreover primes are equidis-
tributed in congruence classes in the sense that

(1.15) π(x; a, b) := #{p ≤ x | p ≡ a mod b} ∼ 1
φ(b)

π(x).

The proof is based on the use of the following L-functions. First define Dirichlet
characters as follows. Let χ : (Z/NZ)∗ → C∗ be a homomorphism from the group
of invertible elements mod N to C∗, we extend it to a map denoted again χ from
Z to C by

χ(n) :=

{
χ(n mod N) if gcd(n,N) = 1
0 if gcd(n,N) > 1.

It is convenient to introduce primitive characters as those who do not come from
a smaller level M dividing N , i.e. for all M dividing strictly N , there is an n ≡ 1
mod M such that χ(n) 6= 0, 1. The trivial character will be denoted χ0.

Then define Dirichlet’s L-function :

(1.16) L(χ, s) :=
∞∑
n=1

χ(n)n−s.
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When χ is non trivial, the series is convergent for <s > 0 (absolutely convergent
for <s > 1); it has an Euler product

(1.17) L(χ, s) =
∏
p

(
1− χ(p)p−s

)−1
.

When χ = χ0 the trivial character modulo N , we get L(χ0, s) =
∏
p |N (1−p−s)ζ(s)

and thus a pole at s = 1 but when χ is non trivial we notice that |
∑
n≤x χ(n)| ≤

N (because
∑
x<n≤x+N χ(n) = 0) hence the series

∑
χ(n)n−s is convergent for

<s > 0 (using lemma 1.2). From the Euler product, one may infer formulas for the
logarithm and logarithmic derivative :
(1.18)

logL(χ, s) =
∑
p,m

χ(pm)
p−ms

m
and − L′(χ, s)

L(χ, s)
=
∑
p,m

χ(pm)p−ms log p.

The function L(χ, s) has analytic continuation to the whole complex plane with
a functional equation such that if χ is primitive modulo N and

Λ(χ, s) =
(
N

π

)s/2
Γ
(
s+ δ

2

)
L(χ, s),

with δ = 0 if χ(−1) = 1 and δ = 1 if χ(−1) = −1 then

(1.19) Λ(χ, s) = w(χ)Λ(χ̄, 1− s),

for a complex number w(χ) with modulus 1 which can be computed as

w(χ) =
G(χ)
iδ
√
N
,

where G(χ) =
∑
x mod N χ(x) exp(2πix/N) is the classical Gauss sum.

The key result is the following non vanishing statement.

Theorem 1.10. Let χ be a non trivial character, then L(χ, 1) 6= 0.

The proof will be sketched later (section 3.1, using lemma 3.3).

To deduce the Arithmetic Progression Theorem from this, we notice the easy
algebraic formula, where the sum is over characters modulo N∑

χ

χ̄(a)χ(x) =

{
φ(N) if x ≡ a mod N

0 else

and proceed to write for <s > 1 and s approaching 1:∑
p≡a mod N

p−s =
1

φ(N)

∑
p

p−s +
1

φ(N)

∑
χ6=χ0

χ̄(a)
∑
p

χ(p)p−s

=
1

φ(N)
log(s− 1)−1 +

1
φ(N)

∑
χ 6=χ0

χ̄(a) logL(χ, s) +O(1).

The non vanishing of L(χ, 1) ensures that the second term remains bounded as s
goes to 1 and thus the sum on the left has to be infinite.
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1.3. Some problems from arithmetic. We already discussed prime number dis-
tribution. Lets us now consider other type of problems where zeta and L-function
may be used to advantage.

Problem 1. The classical approach to Fermat’s Last Theorem led Kummer to
introduce the cyclotomic fields and rings

K = Q(exp(2πi/N) and OK = Z[exp(2πi/N)].

It quickly became obvious that it was important to settle the question:

(Q1) For which value of N is the ring OK = Z[exp(2πi/N)] a unique factorisa-
tion domain?

Later, realising the answer to the first question is too often negative, Kummer
introduced the following refinement: Let C`K be the quotient of non zero ideals by
principal ideals; this turns out to be a finite group whose cardinality is called the
class number of K and denoted hK .

(Q2) For which primes p, is it true that p does not divide hK forK=Z
[
exp
(

2πi
p

)]
?

A (partial) answer can be given using zeta and L-functions.

Problem 2. Consider rings of quadratic integers if d 6= 0, 1 is squarefee put
K = Kd = Q(

√
d) and OK = Od = Z[ 1+

√
d

2 ] or Z[
√
d] according to wether d ≡ 1

mod 4 or not. One would like to know when Od is a unique factorisation domain,
study units, etc. [When d < 0 the group of units is finite; when d > 0, modulo ±1
the group of units is infinite cyclic and we want to study the size of the generator
ε > 1 called the fundamental unit].

A (partial) answer can be given using zeta and L-functions.

Problem 3. Let us introduce a bit more of algebraic number theory. Let K/Q
be a finite extension, every rational prime p decomposes in K as a product of prime
ideals pOK = Pe1

1 . . .P
eg
g ; the prime p is said to be ramified in K/Q if some ei ≥ 2

and if fi = [OK/Pi : Fp] then
∑g
i=1 eifi = [K : Q]. Suppose now that K/Q is a

Galois extension with Galois group G.

Definition 1.11. The decomposition group of P/p is the subgroup

D(P/p) := {σ ∈ G | σ(P) = P}.

When σ is in the decomposition group one may define σ̃ : OK/P → OK/P by
the diagram

OK
σ−→ OK

↓ ↓
OK/P

σ̃−→ OK/P.

Definition 1.12. The kernel of the map σ → σ̃ from G to Gal ((OK/P)/Fp) is
called the inertia group of P/p and denoted I(P/p).

Notice that if #D(P/p) = f and #I(P/p) = e then #G = [K : Q] = efg. The
inertia group I(P/p) is trivial unless P/p is ramified. The map σ → σ̃ from G to
Gal ((OK/P)/Fp) is known to be surjective and a canonical generator of the cyclic
group on the right is given by the map x 7→ xp.
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Definition 1.13. The Frobenius at P is the element FrobP such that for all x ∈ OK
we have

FrobP(x) ≡ xp mod P.

Notice that, in the ramified case, the Frobenius is actually a coset modulo the
inertia group. Further if we pick another prime above p, say P′ = σ(P) then
FrobP′ = σ FrobP σ−1 thus FrobP depends only on p up to conjugation; we will
denote Frobp this conjugacy class.

Let L/Q be a finite Galois extension with Galois group G, let C be a conjugacy
class in G, does there exist (infinitely many) primes such that Frobp ∈ C?

The answer can be given using zeta and L-functions.

Theorem 1.14. (Tchebotarev) Let L/Q be a finite Galois extension with Galois
group G, let C be a conjugacy class in G, then

(1.20) #{p ≤ x | Frobp ∈ C} ∼
|C|
|G|

π(x).

Notice that this theorem is a vast generalisation of Dirichlet’s theorem. Indeed
if we choose K = Q(ξ) with ξ = exp(2πi/N) then OK = Z[ξ] and the Galois group
is abelian G = Gal(K/Q) = (Z/NZ)∗. The Frobenius at p is simply given by
Frobp(ξ) = ξp (for p not dividing N), thus Tchebotarev theorem in this case is
equivalent to Dirichlet theorem.

Problem 4. Consider the following diophantine equations :
(1) (Pell-Fermat equation) x2 − dy2 = 1 where d is a squarefree integer and

(x, y) ∈ Z2.
(2) (units in radical cubic field) x3 + dy3 + d2z3 − 3dxyz = 1 where d is a

squarefree integer and (x, y, z) ∈ Z3.
(3) (elliptic curves) y2 = x3+ax+b where a, b are integers such that 4a3+27b2 6=

0 and (x, y) ∈ Q2.
Algebro-geometric consideration will reveal that in these three cases the set of
solutions form a finitely generated group (of rank r = 1 in the first two cases and
rank r ≥ 0 in the third case); the main question is what can we say about the
(minimal) size of generators of this group?

Again a (partial) answer can be given via zeta functions (wait for the last lecture
though!).

A first natural generalisation of Riemann’s zeta function is Dedekind zeta func-
tion associated to a number field K (i.e. [K : Q] = d < ∞). Recall that the norm
of a non zero ideal I of OK is defined as

N(I) := #OK/I.
Recall also that the embeddings of fields σ : K ↪→ C can be divided into r1 real
embeddings σ : K ↪→ R and r2 pairs of complex embeddings σ, σ̄ : K ↪→ C.

If α1, . . . , αd is a Z-basis of OK and Trα = TrKQ α denotes the sum of the d
conjugates of α, we define the (absolute value of the) discriminant:

(1.21) ∆K := |det(Tr(αiαj)| .
The sign of the discriminant may be an interesting issue but since we’ll have no
use for it, we’ll neglect it. An important property is that p is ramified in K/Q if
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and only if p divides ∆K . This permits the following important definition of the
Dedekind zeta function of a number field K:

(1.22) ζK(s) :=
∑
I
N(I)−s.

where the sum runs over non zero ideals of OK .

This zeta function has an Euler product (it has degree d and weight zero):

(1.23) ζK(s) :=
∏
p

(
1−N(p)−s

)−1
,

where the product runs over non zero prime ideals of OK (i.e. maximal ideals).
This formula is an analytic version of the theorem of unique factorisation of ideals
into product of prime ideals for Dedekind domains. One easily infers that

log ζK(s) =
∑
p,m

N(p)−ms

m
and − ζ ′K

ζK
(s) =

∑
p,m

N(p)−ms logN(p).

Theorem 1.15. (Hecke) The Dedekind zeta function has analytic continuation to
the whole complex plane (except for a single simple pole at s = 1) and satisfies a
functional equation. Let

ξK(s) :=
( √

∆K

2r1πd/2

)s
Γ
(s

2

)r1
Γ(s)r2ζK(s),

then
ξK(s) = ξK(1− s).

It will be convenient to introduce the following notation.

Notation 1.16. We introduce the modified Gamma functions as follows.

(1.24) ΓR(s) := π−s/2Γ
(s

2

)
et ΓC(s) := (2π)−sΓ (s) .

Notice that we may rewrite the function ξK(s) from the functional equation as :

ξK(s) := ∆s/2
K ΓR(s)r1ΓC(s)r2ζK(s).

1.4. Analogies between number fields and function fields. The first idea is
to compare R = Z and K[T ] (with K a field); both rings are principal domains
The analogy becomes more arithmetic if K = Fq because then quotients R/I and
K[T ]/I are finite (for a non zero ideal).

Absolute values on Z are of two types : the absolute values attached to a prime
ideal (or prime number) p and normalised for example by |x|p = p− ordp x and the
archimedean or usual absolute value |x|∞ = |x|. On K[T ] the absolute value are
apparently of two types, those associated to a prime ideal (or irreducible polyno-
mial) P and normalised by say |x|P = e− ordP x, and the one given by the degree
say |x|∞ = edeg x; in both cases we have the product formula, for all non zero x in
the field of fractions:

(1.25)
∏
v

|x|v = 1.
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For a function field, this is a restatement of the fact that the sum of multiplicities of
zeroes minus the sum of multiplicities of poles of a function on a smooth complete
curve is zero. For K = Q the formula follows from an essentially trivial verification.

But notice that, in the case R = K[T ], the “infinite” absolute value can be
interpreted as associated to a point at infinity, introducing the projective line P1 =
A1 ∪ {∞} and viewing K[T ] as the ring of regular functions on the affine line A1,
then deg x = log |x|∞ is equal to − ord∞ x. We will denote MK the set of places of
K (i.e. the set of closed points of C or, if one prefers, the set of Galois conjugacy
classes of points in C(F̄p)).

When K = Fq(C) and v ∈MK , we put qv := qdeg v and define :

ζK(s) =
∏
v

(1− q−sv )−1.

Then we have the following theorem

Theorem 1.17. (Artin, Schmidt, Weil) Let K = Fq(C) with a curve of genus g.
The function ζK(s) satisfies the following.

(1) The function is a rational fraction in q−s ie. ζK(s) = Z(C, q−s) with

Z(C, T ) =
L(C, T )

(1− T )(1− qT )
=

∏2g
j=1(1− αjT )

(1− T )(1− qT )
.

(2) It satisfies the functional equation

ζK(1− s) = q(2g−2)( 1
2−s)ζK(s).

(3) (Riemann’s hypothesis) |αj | =
√
q.

The name “Riemann hypothesis” is coined because ζK(s) = 0 implies 1−αjp−s =
0 and hence <s = 1

2 . Therefore ζK(s) has a simple pole at s = 1 with residue

lim
s→1

(s− 1)ζK(s) =
hK

pg(1− 1/p) log p
,

where hK = L(C, 1) =
∏2g

1 (1 − αj) is the class number # Pic0(Fp), the number
of Fp points on the Jacobian of C. Notice that hK = pg + O(pg−1/2) thus 1 �
lims→1(s− 1)ζK(s)� 1.

Perhaps one of the most useful tools when studying an algebraic varietyX defined
over K = Fp(C) is the possibility of spreading X into a variety X defined over Fp
and fibered over the complete curve : π : X → C such that the generic fiber is
(isomorphic to) X. When the variety is defined over Q, one can spread it out over
Z but the curve Z is not complete and one should try to add fibres at infinity, this
is one of the main purposes of Arakelov theory.
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2. Lecture II : The zeta functions from algebraic geometry

2.1. The L-function associated to a Galois representation. A central object
in arithmetic or arithmetic geometry is the absolute Galois group

(2.1) GQ := Gal(Q̄/Q).

It is natural to study this huge profinite group via its representations. Let V
be a (complex) vector space of dimension n and ρ a Galois representation (all
representations are assumed to be continuous):

ρ : GQ → GLn(C) = GL(V ).

Remark 2.1. The following observations will be applied to the Frobenius elements
and the inertia subgroup (whose definition is recalled in 1.13). If f = hgh−1 ∈ G
then the characteristic polynomials of ρ(f) and ρ(g) acting on V are equal. If H is
a subgroup of G, denote

V H := {v ∈ V | ∀h ∈ H, ρ(h)(v) = v},
the subspace of fixed vectors. If f ∈ gH and g centralises H (i.e. for every h ∈ H,
we have gh = hg) then g and f leave V H stable and the characteristic polynomials
of ρ(f) and ρ(g) acting on V H are equal.

This allows the definition of Artin L-function associated to a represention ρ as :

(2.2) L(ρ, s) =
∏
p

det
(
1− ρ(Frobp)p−s |V Ip

)−1
.

Denote χ = χρ = Tr ρ the character of the representation; it is well known that
the character determines the representation thus we may write

L(χρ, s) := L(ρ, s).

When the representation is one dimensional, it is essentially abelian (it factors via
the abelian group G/Ker ρ) and it is then known via Artin reciprocity law that the
L-function is a generalised Dirichlet L-function (also called Hecke L-function) and
satisfies analytic continuation plus functional equation. The general case is more
difficult but can be attacked through Brauer’s theorem.

We need to slightly extends definitions and introduce induction1 of representa-
tions.

Definition 2.2. Let G = Gal(K/k) be the Galois group of an extension of number
fields and let ρ : G → GL(V ) be a complex representation. The Artin L-function
associated to ρ (or equivalently to its character χρ) is

(2.3) L(s, ρ) = L(s, ρ,K/k) =
∏
p

det
(
1− ρ(Frobp)N(p)−s |V Ip

)−1
,

(where the product runs over maximal ideals of Ok).

The basic functoriality properties are
(1) L(s, ρ1 ⊕ ρ2) = L(s, ρ1)L(s, ρ2).

1The quickest way to define induction of finite dimensional representations of finite groups is
via the tensor product of group algebras : if H ⊂ G and τ : H → GL(V ) is a representation

defined over K, it corresponds to a K[H]-module structure on V ; the representation IndGH τ is

associated to the K[G]-module W = V ⊗K[H] K[G].
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(2) If H ⊂ G is a subgroup and τ : H → GL(V ) a representation, by Galois
theory H = Gal(K/KH), and we have :

L(s, τ,K/KH) = L(s, IndGH τ,K/k).

The following is a purely group theoretical statement.

Theorem 2.3. (Brauer) Let G be a finite group and χ the character of a complex
representation of G then there are subgroups Hi, one dimensional representations
of Hi with characters ψi and integers ni ∈ Z such that

(2.4) χ =
∑
i

ni IndGHi ψi.

Putting together this algebraic result and the known properties of abelian L-
functions one obtains

Theorem 2.4. Let G = Gal(K/k) be the Galois group of an extension of number
fields and let ρ : G → GL(V ) be a complex representation. The Artin L-function
associated to ρ extends to a meromorphic function on the complex plane and sat-
isfies a functional equation. Let n = dimV and c ∈ Gal(Q̄/Q) be the complex
conjugation, denote n+ = dimV + and n− = dimV −, where V + (resp. V −) is the
eigen space corresponding to +1 (resp. −1) for ρ(c).

Λ(ρ, s) := Ns/2
ρ ΓR(s)n

+
ΓR(s+ 1)n

−
L(ρ, s).

Then

(2.5) Λ(ρ, s) = wρΛ(ρ̌, 1− s),
where |wρ| = 1 and ρ̌ is the contragredient representation2.

Artin conjectured that L(ρ, s) is entire except for a pole at s = 1 with order the
multiplicity of the trivial representation inside ρ.

Notice that for topological reasons any continuous representation ρ : Gal(Q̄/Q)→
GLn(C) factors through a finite group G = Gal(K/Q); there are very interesting
Galois representations for which this is no longer true; the `-adic representations
are such examples. We’ll study now the concrete example of the Tate module of an
elliptic curve.

Recall (or learn) that the field of `-adic numbers Q` can be constructed as the
completion of the field Q with respect to the absolute value |x|` := `− ord` x. The
ring of integers Z` = {x ∈ Q` | |x|` ≤ 1} is then the completion of Z. Alternatively
one may define Z` as the inverse limit of the finite groups Z/`nZ (with obvious
homomorphisms):

Z` = lim
←
n

Z/`nZ.

The field Q` can then be viewed as the field of fractions of Z`.
To simplify the introduction we assume in the following ad hoc definition that

the characteristic of the ground field is not 2 or 3.

Definition 2.5. An elliptic curve over a field K is a plane projective curve which
can be defined in P2 by an equation

(2.6) Y 2Z = X3 + aXZ2 + bZ3

2If ρ : G→ GL(V ) and V ∗ is the dual of V , then ρ̌ : G→ GL(V ∗) is given by 〈ρ(g)(v), v∗〉 =
〈v, ρ̌(g−1)(v∗)〉; we have χρ̌(g) = χρ(g−1) = χ̄ρ(g).
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where a, b are in K and 4a3 + 27b2 6= 0 (setting x = X/Z and y = Y/Z, one often
writes the equation in the affine plane Z 6= 0 as y2 = x3 + ax+ b). The group law
is defined as follows:

(1) The origin is the point at infinity (0 : 1 : 0).
(2) The inverse (or symmetrical) of (X : Y : Z) is (X : −Y,Z).
(3) To add two points P,Q draw the line joining them (if P = Q this means

draw the tangent at P to the curve) pick the third intersection point of the
line with the curve, then P +Q is the symmetrical point.

Remark 2.6. Changing (affine) coordinates (x′, y′) = (λ2x, λ3y) will give a new
equation y′2 = x′3 + a′x′ + b′ with (a′, b′) = (λ4a, λ6b) and ∆′ = λ12∆. Thus if a, b
are rational, after a rescaling, we may assume that a, b are integers and minimal
in the sense that for all primes either p4 does not divide a or p6 does not divide b.
We will often tacitly assume the equation is chosen to be minimal and will call the
corresponding discriminant minimal. (Notice the definition should be amended to
incorporate the primes 2 and 3).

Such an elliptic curve is a projective variety and an algebraic group (a group
whose addition law can be expressed in terms of polynomials) and is the first ex-
ample of abelian variety. Like for any algebraic group, there are natural maps such
as translations, defined by tQ(P ) = P + Q, and multiplication by n, defined (for
positive n) by [n](P ) = P + · · ·+ P .

Definition 2.7. Let X be an elliptic curve defined over K of characteristic 0 or p
different from `. The kernel of multiplication by `n is denoted

X[`n] := Ker
{

[`n] : X(K̄)→ X(K̄)
}
,

and is isomorphic as a group to (Z/`nZ)2. The Tate module is the inverse limit

T`(X) := lim
←
X[`n] ∼=

(
lim
←

Z/`nZ
)2 ∼= Z2

` .

The Galois group GK := Gal(K̄/K) acts on each X[`n] and hence on T`(X),
providing a representation:

ρX,` : GK → GL(T`(X)) ∼= GL2(Z`).

Let K be a number field. Though the representation is defined over Q` it is
known that the characteristic polynomial of Frobp has rational integer coefficients
which further do not depend on `; in fact det ρX,`(Frobp) = p and Tr ρX,`(Frobp) =
ap = p+ 1−#X(Fp). This important fact makes the following definition possible,
where we write V for the Q` vector space T`(X)⊗Z` Q`.

Definition 2.8. The L-function associated to the set of representations ρX,` is:

(2.7) L(ρX , s) =
∏
p

det
(
1− ρX,`(Frobp)N(p)−s |V Ip

)−1
.

Let us specialise a bit further to an elliptic curve X defined over Q. The elliptic
curve has good reduction modulo p whenever p does not divide the discriminant
∆ = ∆X and then we define ap = ap(X) = p + 1 −#X(Fp). When p divides the
discriminant, the curve X modulo p has either a cusp (in which case dimV I = 0)
we set ap = 0 or a node with a pair of tangents (in which case dimV I = 1) which
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can be defined over Fp, in which case we set ap = 1, or over a quadratic extension
of Fp, in which case we set ap = −1. We have then the more explicit expression:

(2.8) L(ρX , s) =
∏
p |∆

(1− app−s)−1
∏
p 6 |∆

(1− app−s + p1−2s)−1.

There is a finer invariant called the conductor of the elliptic curve (or the asso-
ciated representation) which can be computed up to a factor 2a3b by the following
formula.

NX =
∏
p

pmX,p ,

where, if we define

nX,p = codimV V
I =


0 if p does not divide ∆X

1 if p divides ∆X and ap = ±1
2 if p divides ∆X and ap = 0,

we have mX,p ≥ nX,p with equality except when p divides the discriminant, ap = 0
and p = 2 or 3. Notice that the discriminant and conductor have the same prime
factors but with different exponents.

2.2. The zeta function of a scheme over Z. Let R be a finitely generated ring,
that is R = Z[t1, . . . , tn]/I then for all maximal ideal m the quotient R/m is a
finite field of cardinality say N(m); in view of the definition of the Dedekind zeta
function, it is natural to introduce the zeta function of the ring R:

(2.9) ζR(s) =
∏
m

(
1−N(m)−s

)−1
,

where the product is taken over all maximal ideals of R. In view of the local defini-
tion of schemes, this definition immediately extends to schemes of finite presentation
over Z, replacing maximal ideals by closed points.

Definition 2.9. Let X be a scheme3 of finite presentation over Z and denote |X |
its set of closed points, then

(2.10) ζ(X , s) :=
∏
x∈|X|

(
1−N(x)−s

)−1
,

where N(x) is the cardinality of the residual field at x.

If dimX = d, one can prove easily that the product and associated series con-
verges for <s > d. Formally ζ(X1 t X2, s) = ζ(X1, s)ζ(X2, s). Thus decomposing
the set of closed points according to their residual characteristic we get the Euler
product decomposition where we denote Xp the fibre above p:

(2.11) ζ(X , s) =
∏
p

ζ(Xp, s).

Examples 2.10. If X = Spec(Z) (resp. X = Spec(OK)), then ζ(X , s) is just
Riemann’s zeta function (resp. Dedekind zeta function for the field K).

If X = A1
Z = Spec(Z[T ]), we can identify closed points (maximal ideals) with

residual characteristic p with monic irreducible polynomials in Fp[T ], whose set

3A scheme can be taken as a patching of affine schemes Spec(Ri) and for each Ri we have
ζRi (s) = ζ(Spec(Ri), s).



16 M. HINDRY

we denote Irrp; we also denote Mp the set of monic polynomials. The following
computation is then straightforward :

ζ(A1
Z, s) =

∏
p

∏
Q∈Irrp

(1− p−s degQ)−1

=
∏
p

∏
Q∈Irrp

∞∑
m=0

p−sm degQ

=
∏
p

∑
P∈Mp

p−s degP

=
∏
p

∞∑
d=0

pd−ds

=
∏
p

(1− p1−s)−1

= ζ(s− 1).

Decomposing the closed points of P1
Z as A1

Z t A0
Z we obtain

ζ(P1
Z, s) = ζ(s)ζ(s− 1).

It is clear that we should start by studying the zeta function of a variety defined
over Fp.

2.3. The Weil zeta function of a variety over a finite field. Let X be a
smooth projective variety defined over Fp; for a closed point x we denote dx =
[Fp(x) : Fp]. We compute

log ζX(s) =
∑
x,m

N(x)−ms

m
=
∑
x,m

p−dxms

m
=
∑
n≥1

p−ns

( ∑
mdx=n

1
m

)
(say)
=
∑
n≥1

unp
−ns.

We complete the computation by observing that, for a closed point x ∈ |X| the
fact of having residual degree dx dividing n is equivalent to corresponding to a
(conjugacy class of) point in X(Fpn), thus :

un =
∑

x∈|X|, dx= n
m

1
m

=
1
n

∑
x∈|X|, dx|n

dx =
1
n

#X(Fpn).

We have thus shown the following.

Proposition 2.11. Let X be a variety over Fp, then we have the formula

(2.12) ζ(X, s) = Z(X, p−s),

where

(2.13) Z(X,T ) = exp

( ∞∑
m=1

#X(Fpm)
m

Tm

)
.

The latter formal series is known as Weil’s zeta function attached to X/Fp; it
has been much studied and is the subject of the famous Weil conjectures (solved
by Grothendieck and Deligne).
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Example 2.12. Let us compute the (easy) example of X = Pn. In this case
#X(Fpm) = pm(n+1)−1

pm−1 = pmn + pm(n−1) + · · ·+ pm + 1, thus
∞∑
m=1

#X(Fpm)
m

Tm =
n∑
j=0

∞∑
m=1

pmj

m
Tm = −

n∑
j=0

log(1− pjT ),

thus:

(2.14) Z(Pn, T ) =
1

(1− T )(1− pT ) . . . (1− pn−1T )(1− pnT )
.

Notice that a simple verification will reveal that :

Z(Pn, T ) = (−1)n+1p
n(n+1)

2 Tn+1Z

(
Pn,

1
pnT

)
.

The pattern is actually quite general :

Theorem 2.13. (Weil’s conjectures) Let X be a smooth projective variety over Fp
of dimension n.

(1) (Rationality) There are polynomial Pj(X,T ) =
∏bj
i=1(1− αj,iT ) ∈ Z[T ] for

j = 0, . . . , 2n such that

(2.15) Z(X,T ) =
P1(X,T ) . . . P2n−1(X,T )
P0(X,T ) . . . P2n(X,T )

=
2n∏
j=0

Pj(X,T )(−1)j+1
.

Further b0 = b2n = 1 and P0(X,T ) = 1− T and P2n(X,T ) = 1− pnT .
(2) (Functional equation) Let χ(X) =

∑2n
j=0(−1)jbj be the Euler-Poincaré

characteristic then

(2.16) Z(X,T ) = ±p
nχ(X)

2 Tχ(X)Z

(
X,

1
pnT

)
.

(3) (Riemann hypothesis) The algebraic integers αj,i satisfy |αj,i| = pj/2.
(4) The numbers bj = bj(X) satisfy continuity in smooth families and in par-

ticular if X is the reduction modulo a prime ideal of a variety Y defined
over a number field K, then the bj(X) are equal to the Betti numbers of the
complex variety Y ⊗K C.

Example. Let X be an elliptic curve over Fp. We have b0 = b2 = 1, b1 = 2 and
P0(T ) = 1− T , P2(T ) = 1− pT and P1(T ) = 1− aT + pT 2. There is an algebraic
integer α with αᾱ = p such that

Z(X,T ) =
(1− αT )(1− ᾱT )
(1− T )(1− pT )

.

This is equivalent to Hasse’s theorem which says that

#X(Fpm) = p+ 1− αm − ᾱm.

The proof of this theorem is way beyond the scope of these notes. Suffices to
quote the existence of a cohomology theory4, which we’ll denote Hj(X) which is
functorial, hence the Frobenius “x 7→ xp” induced a map f = fj : Hj(X)→ Hj(X),
and is such that the following Lefschetz trace formula holds:

4For the expert we are writing Hj(X) = Hj
ét(X × F̄p,Q`), the `-adic étale cohomology.
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(2.17)

#X(Fpm) = #{x fixed by Frobenius power m} =
2n∑
j=0

(−1)j Tr(fm |Hj(X)).

A formal computation, based on the elementary formula

exp

( ∞∑
m=1

Tr(fm |V )
Tm

m

)
= det(1− fT |V )−1,

then gives

(2.18) Z(X,T ) =
2n∏
j=0

det
(
1− fT |Hj(X)

)(−1)j+1

,

and we just have to define Pj(X,T ) = det(1−fT | Hj(X)) to obtain the first part.
The functional equation follows formally from the Poincaré duality: a canonical
non degenerate pairing

(2.19) Hj(X)×H2n−j(X) −→ H2n(X) = Q`,

such that 〈fjx, f2n−jy〉 = pn〈x, y〉. Indeed an elementary argument shows that the
existence of such a pairing implies

det(1− fjT |Hj(X)) = (−1)Bj
pnBjTBj

det(fj |Hj(X))
det
(

1− f2n−j

pnT
|H2n−j(X)

)
.

The Riemann Hypothesis lies deeper; again the name comes from the easy con-
clusion that it implies that zeroes (resp. poles) of ζX(s) lies on vertical lines
<s = m + 1

2 , with 0 ≤ m ≤ dimX − 1 (resp. on vertical lines <s = m, with
0 ≤ m ≤ dimX).

2.4. The Hasse-Weil L-functions. Let X be again a smooth projective variety of
dimension n defined over Q. When M = Hi(X) one uses the Hodge decomposition:

Hi(X(C),C) = ⊕p+q=iHp,q,

together with the “Frobenius at infinity”, i.e. the map F∞ induced by the complex
conjugation on X(C) to define numbers:

(2.20) hp,q = dimC H
p,q and hp,± = dimC H

p,±

where Hp,± := {c ∈ Hp,p | F∞(c) = ±(−1)pc}. We can finally define the Gamma
factor as
(2.21)

L∞(M, s):=


∏

p<q,p+q=i

ΓC(s− p)h
p,q

if i is odd∏
p<q,p+q=i

ΓC(s− p)h
p,q

ΓR(s− i

2
)h

i
2 ,+ΓR(s+ 1− i

2
)h

i
2 ,− if i is even.

When X is smooth modulo p, it is clear (or should be . . . ) what the correct
Euler factor for the L and zeta function of X must be. For a model X of X over Z
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we have ζX (s) =
∏
p ζXp(s); to ease notation we write Xp for the reduction modulo

p; we have ζXp(s) = Z(Xp, p
−s) and from the Weil conjecture we know that

Z(Xp, p
−s) =

2n∏
j=0

det(1− Frobp p−s |Hj(Xp))(−1)j+1

=
2n∏
j=0

det(1− Frobp p−s |Hj(X))(−1)j+1
,

the last equality being a property of continuity (or smooth base change) of the
cohomology.

We thus naturally define

ζp(X, s) := ζ(Xp, p
−s) and Lp(Hj(X), s) := det(1− Frobp p−s |Hj(X))−1.

The cohomological interpretation is needed to provide the correct factor at the “bad
primes”, namely

Lp(Hj(X), s) := det(1− Frobp p−s |Hj(X)Ip)−1.

Definition 2.14. Let X be a smooth projective variety of dimension n defined
over Q; the Hasse-Weil zeta and L-functions are defined by:

(2.22) L(Hj(X), s) :=
∏
p

Lp(Hj(X), s) :=
∏
p

det(1− Frobp p−s |Hj(X)Ip)−1,

and

(2.23) ζ(X, s) =
2n∏
j=0

L(Hj(X), s)(−1)j .

One may now state the following conjecture (known in many interesting cases
but widely open).

Conjecture 2.15. Let X be a smooth projective variety defined over Q. The
function L(Hj(X), s) =

∏
p Lp(H

j(X), s) extends analytically to the complex plane
except, when j is even, for a pole at s = 1 + j/2. Further there exists an integer
N , the conductor of the Galois representation on Hj(X), such that if we define:

(2.24) Λ(Hj(X), s) := Ns/2L∞(Hj(X), s)L(Hj(X), s),

then we have the functional equation

(2.25) Λ(Hj(X), s) = ±Λ(Hj(X), j + 1− s)

For example, if X is an elliptic curve defined over Q, we write L(X, s) instead
of L(H1(X), s); then we have

Λ(X, s) = N
s/2
X ΓC(s)L(X, s) and Λ(X, s) = ±Λ(X, 2− s),

and the conjecture is in this case a theorem thanks to the work of Wiles et al.
Notice that the Hasse-Weil zeta function can be written

ζX(s) =
ζ(s)ζ(s− 1)
L(X, s)

.
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Remark 2.16. All this can be formulated, mutadis mutandis, over function fields,
replacing the number field K by Fq(C) and prime ideals by places of the function
field. For example, if X is a (smooth projective) variety over K = Fq(C), the
L-functions associated can be defined as

L(Hj(X), s) =
∏
v

det(1− Frobv q−sv | Hj(X)Iv )−1,

where qv = qdeg v. The theory is far more advanced over function fields than
over number fields; for example analytic continuation and functional equation are
known, in fact Grothendieck theory shows that the L-function is actually a ra-
tional fraction in q−s and the functional equation reads L(Hj(X), j + 1 − s) =
±qdj(s−

j+1
2 )L(Hj(X), s), where dj is an integer which can be interpreted as the de-

gree of a conductor. Finally the (analogue of) Riemann hypothesis is a theorem in
the function field case : the zeroes of L(Hj(X), s) all have real part equal to j+1

2 ;
via Deligne-Grothendieck this is equivalent to the statement that the numerator
has the form

∏
j(1− βjq−s) with |βj | = q

j+1
2 .

2.5. The L-function associated to a modular form.

Definition 2.17. Poincaré’s half-plane H := {z ∈ C | =(z) > 0} ; its “compactifi-
cation” H∗ := H ∪ P1(Q).

The group GL+
2 (R) of matrices 2×2 with positive determinant or SL2(R) acts on

H via
((

a b
c d

)
, z

)
7→ (az+ b)/(cz+ d). The groups GL+

2 (Q) and SL(2,Z) act on

H∗. The latter action is discrete thus one may form the quotients Y := SL(2,Z)\H
and X := SL(2,Z)\H∗, which are Riemann surfaces. In fact, Y ∼= A1(C) and
X ∼= P1(C).

Among subgroups of finite index in SL(2,Z) the most important are

Definition 2.18. A subgroup Γ ⊂ SL(2,Z) is a congruence subgroup if it contains
Γ(N) for some N , where

Γ(N) :=
{
A =

(
a b
c d

)
∈ SL(2,Z) | A ≡ I mod N

}
.

We denote Y (N) := Γ(N)\H and X(N) := Γ(N)\H∗.
Apart from Γ(N) itself, other examples include :
(1) The congruence subgroup

Γ1(N) :=
{
A =

(
a b
c d

)
∈ SL(2,Z) | A ≡

(
1 ∗
0 1

)
mod N

}
.

We denote Y1(N) := Γ1(N)\H and X1(N) := Γ1(N)\H∗ ;
(2) The congruence subgroup

Γ0(N) :=
{
A =

(
a b
c d

)
∈ SL(2,Z) | c ≡ 0 mod N

}
.

We denote Y0(N) := Γ0(N)\H et X0(N) := Γ0(N)\H∗.

The subgroup Γ1(N) is normal in Γ0(N) and Γ0(N)/Γ1(N) ∼= (Z/NZ)∗, via the

map
(
a b
c d

)
7→ d mod N .



ζ AND L-FUNCTIONS 21

One knows Y0(N) (resp. Y1(N), Y (N)) are algebraic affine curves whereas
X0(N) (resp. X1(N), X(N)) are projective algebraic curves. Further, X0(N)
and X1(N) are defined over Q, whereas X(N) is defined over Q(exp(2πi/N)).

Definition 2.19. Let Γ be a congruence subgroup. A modular form of weight k
with respect to Γ, is a holomorphic function f : H → C such that :

(1) For
(
a b
c d

)
∈ Γ and z ∈ H, we have

(2.26) f

(
az + b

cz + d

)
= (cz + d)kf(z);

(2) The function f is holomorphic on H∗, i.e. for all
(
a b
c d

)
∈ SL(2,Z), the

limit of f
(
az+b
cz+d

)
(cz + d)−k, when =z goes to infinity, exists. If this limit

is zero f is said to be parabolic.

Write Mk(Γ) for the space of modular forms for Γ with weight k and Sk(Γ) for the
subspace of parabolic forms.

Any congruence subgroup Γ contains some Th :=
(

1 h
0 1

)
, with h non zero

minimal : for example, T1 ∈ Γ1(N). Hence if f ∈ Mk(Γ) then f(z + h) = f(z), so
we can write the Fourier expansion :

(2.27) f(z) =
∑
n∈Z

anq
n
h , where qh := exp

(
2πiz
h

)
.

If f is holomorphic on H∗ then an = 0 for n < 0, while vanishing at∞ reads an = 0
for n ≤ 0 (nota bene : the full condition for f to be a modular form is holomorphy
at all points in P1(Q) = H∗ \ H).

Remark 2.20. If γ =
(
a b
c d

)
∈ GL2(R)+, then δ := ad − bc > 0 and, if we put

γ′ = δ−1/2γ, we’ll have γ′ ∈ SL2(R) and γ′ · z = γ · z. If f is modular with weight
k for γ′, we’ll have

(2.28) f

(
az + b

cz + d

)
= δk/2(cz + d)kf(z).

Definition 2.21. Let f ∈ Sk(Γ0(N)) and f(z) =
∑∞
n=1 an exp(2πinz) =

∑∞
n=1 anq

n

its Fourier expansion. The Dirichlet series associated to f is :

(2.29) L(s, f) :=
∞∑
n=1

ann
−s.

Notice the relation :

(2.30) ΓC(s)L(f, s) = (2π)−sΓ(s)L(f, s) =
∫ ∞

0

f(it)ts−1dt.

Definition 2.22. Let f =
∑
n an(f)qn ∈ Mk(Γ0(N)). The Hecke operators are

defined as follows.
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(1) if p does not divide N , the operator f 7→ Tpf is defined by :

an(Tpf) := anp(f) + pk−1an/p(f),

where, by convention, an/p = 0 if p does not divide n.
(2) If p divides N , the operator f 7→ Upf is defined by :

an(Upf) := anp(f).

Theorem 2.23. (Hecke, see [DiSh08]) The Hecke operators commute. If f =∑
n an(f)qn ∈ Sk(Γ0(N)) is an eigenvector for each operator, i.e Tpf = λpf ,

Upf = λpf , then ap(f) = λpa1(f), if further f is normalised by the condition
a1(f) = 1, the L-function L(s, f) factorises into an Euler product of the shape :
(2.31)

L(s, f) =
∞∑
n=1

an(f)n−s =
∏
p | N

(1− ap(f)p−s)−1
∏
p 6 |N

(1− ap(f)p−s + pk−1−2s)−1.

Proof. (partial sketch) The commutation follows from a direct computation. We
do now computations for p not dividing N , leaving the (easier) computation for
p dividing N to the reader. Suppose that Tp(f) = λpf then we have λpan(f) =
anp(f) + pk−1an/p(f) hence ap(f) = λp(f)a1(f) and, if a1(f) = 1 (which we now
suppose) then ap(f) = λp(f). When p is coprime with n we infer anp = anap and
more generally anpr = anapr from which an Euler product decomposition follows.
Finally the recurrence relations λpapr = apapr = apr+1 + pk−1apr−1 are equivalent
to the formula

∑
r aprT

r = (1− apT + pk−1T 2)−1.
�

When k = 2, this L-function looks like the L-function associated to an elliptic
curve. Let us check that, under a further condition, L(f, s) satisfies the functional

equation expected for an elliptic curve. Notice the matrix WN :=
(

0 1
−N 0

)
(which

does not belong to SL(2,Z) but to GL+
2 (Q)) normalises the subgroup Γ0(N), since

WN

(
a b
c d

)
W−1
N =

(
d −c/N
−bN a

)
.

Therefore WN acts on Mk(Γ0(N)) (resp. Sk(Γ0(N))), and since W 2
N = −NId, it

acts as an involution and the spaces M2(Γ0(N)) (resp. S2(Γ0(N))) decompose into
the sum of two eigenspaces such that :

(2.32) f

(
− 1
Nz

)
= f(WN · z) = ±Nk/2zkf(z)

Theorem 2.24. (Hecke) Let ε = ±1 and f(τ) =
∑
n≥1 an exp(2πinτ) a parabolic

modular form for Γ0(N) of weight k such that

(2.33) f

(
− 1
Nτ

)
= εNk/2τkf(τ).

Put Λ(s, f) := Ns/2(2π)−sΓ(s)L(s, f), where L(s, f) :=
∑∞
n=1 ann

−s. The function
Λ(s, f) has analytic continuation to C and satisfies a functional equation

(2.34) Λ(s, f) = ikεΛ(k − s, f).

Further, Λ(s, f) is bounded in every vertical strip.
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Proof. Notice that for τ = it (with t ∈ R+) the equation (2.33) reads

f

(
i

Nt

)
= (i)kεNk/2tkf(it).

The analogy with equation (1.8) used to prove the functional equation of the Rie-
mann zeta function is now evident. We may compute, invoking (2.30) and using a
change of variable t 7→ 1/Nt :

(2.35)

Λ(s, f) = Ns/2

∫ ∞
0

f(it)ts−1dt

= Ns/2

∫ 1√
N

0

f(it)ts−1dt+Ns/2

∫ ∞
1√
N

f(it)ts−1dt

= N−s/2
∫ ∞

1√
N

f(i/Nt)t−s−1dt+Ns/2

∫ ∞
1√
N

f(it)ts−1dt

= ikεN
1
2 (k−s)

∫ ∞
1√
N

f(it)tk−1−sdt+Ns/2

∫ ∞
1√
N

f(it)ts−1dt

=
∫ ∞

1√
N

f(it)
[
ikεN

1
2 (k−s)tk−sdt+Ns/2ts

] dt
t
.

The latter expression defines an entire function (one needs the elementary fact
that |an| = O(nc), and hence |f(it)| = O(exp(−2πt)) as t goes to infinity). The
(ikε)-symmetry when s is replaced by k−s is now obvious, as the property of being
bounded in any vertical strip. �

We close this chapter stressing the marvelous result of Wiles which identifies
L-functions associated to Galois representations (the Tate module), Hasse-Weil L-
function of elliptic curves over Q and L-functions of weight two modular forms with
rational coefficients. More precisely, if X is an elliptic curve defined over Q, with
conductorN = NX and L(X, s) =

∑
n≥1 ann

−s is its Hasse-Weil function as defined
in (2.8), then Wiles theorem asserts that the function f(z) :=

∑
n≥1 an exp(2πinz)

is a modular form with respect to the group Γ0(N); in fact this result gives a
correspondence between (isogeny classses of) elliptic curves of conductor N defined
over Q and parabolic modular forms with respect to Γ0(N) which are eigen forms
for all Hecke operators, have rational Fourier coefficients and do not come from
modular forms with respect to some Γ0(M) with M strictly dividing N . This
actually can be viewed as one instance of the very general program of Langlands,
part of which says that Hasse-Weil functions should all be “automorphic”.
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3. Lecture III : Some techniques and estimates from complex analysis

3.1. Classical lemmas. We begin with the Stirling formula for the Gamma func-
tion.

The Gamma function. It is first defined for <s > 0 by the integral

(3.1) Γ(s) :=
∫ ∞

0

e−tts
dt

t
.

Integration par part yields the formula sΓ(s) = Γ(s + 1) and hence analytic con-
tinuation to C with simple poles at non positive integers 0,−1,−2,−3, . . . .

Lemma 3.1. (Stirling formula) When s stays away from negative reals, we have:

log Γ(s) =
(
s− 1

2

)
log s− s+

1
2

log(2π) +O

(
1
|s|

)
.

The following corollary of Stirling’s formula will be useful: away from poles and
uniformly in any vertical strip we have, as |τ | tends to infinity:

(3.2) |Γ(σ + iτ)| ∼ c(σ) exp(−π
2
|τ |)|τ |σ− 1

2 .

Dirichlet series.

Lemma 3.2. Suppose that the series L(s) =
∑∞
n=1 ann

−s converges for s = s0,
then it converges uniformly in domains of the shape {s ∈ C | <s ≥ c > <s0}
or {s ∈ C | |s − s0| ≤ C<(s − s0)}. Consequently any Dirichlet series L(s) has
an abscissa of convergence σc such it diverges for <s < σc and converges on the
half-plane <s > σc to a holomorphic function.

Lemma 3.3. (Landau) Suppose an ≥ 0 and that the series L(s) =
∑∞
n=1 ann

−s

converges for <s > σ0 and the function has analytic continuation to a neighbourhood
of σ0, then the abscissa of convergence is strictly smaller than σ0.

Application. We can now give the promised proof of the non vanishing L(χ, 1) 6= 0
(theorem 1.10) which is used in the proof of the arithmetic progression theorem
(theorem 1.9). In fact the key is Landau’s lemma plus the observation that, if
K = Q(exp(2πi/N)) then we have the factorisation

(3.3) ζK(s) = ζ(s)
∏
χ 6=χ0

L(χ, s),

where the product is over primitive non trivial characters modulo N . Now if some
L(χ, 1) = 0, the product on the right is an entire function, thus, by Landau’s
lemma, the Dirichlet series defining ζK(s) would be convergent for all s, but this is
clearly false.

Holomorphic functions

Lemma 3.4. (Cauchy’s formula) Let f(s) be holomorphic inside the circle C of
center z and radius R, then∣∣∣∣f (n)(z)

n!

∣∣∣∣ =
∣∣∣∣ 1
2πi

∫
C

f(s)
(s− z)n+1

dz

∣∣∣∣ ≤ max
|s−z|=R

|f(s)|/Rn.
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This can be viewed as stating that a bound valid for f remains essentially valid
for its derivatives.

Lemma 3.5. (Phragmén-Lindelöf) Let f(s) be holomorphic in a strip a ≤ <(s) ≤ b
with reasonable growth (i.e. for example |f(s)| � exp(|s|c)).

(1) Suppose supt∈R (|f(a+ it)|, |f(b+ it)|) = M then |f(s)| ≤ M in the whole
strip.

(2) Suppose |f(a + it)| ≤ Ma(1 + |t|)α and |f(b + it)| ≤ Mb(1 + |t|)β then
|f(σ + it)| ≤Mσ(1 + |t|)v(σ), where Mσ = M

u(σ)
a M

1−u(σ)
b , v(σ) = αu(σ) +

β(1− u(σ)) and u is the affine function with values u(a) = 1 and u(b) = 0.

Lemma 3.6. (Borel-Carathéodory) Let f(s) be holomorphic for |s| ≤ R; assume
max|s|=R <f(s) = A then, for 0 < r < R we have

max
|s|≤r

|f(s)| ≤ 2Ar
R− r

+
R+ r

R− r
|f(0)|.

Lemma 3.7. (Hadamard’s three circles lemma) Let f(s) be holomorphic in an
annulus R1 ≤ |s| ≤ R2 then the function M(r) := sup|s|=r |f(s)| is log convex in
log r, that is

logM(r) ≤ log(R2/r)
log(R2/R1)

logM(R1) +
log(r/R1)

log(R2/R1)
logM(R2).

Lemma 3.8. (Jensen’s formula) Let f be holomorphic in a disk D(0, R) with no
zero at s = 0 or on the circle |s| = R, denote z1, . . . , zn its zeroes and n(r) :=
#{|z| < r | f(z) = 0}, then :

1
2π

∫ 2π

0

log
∣∣f(Reiθ

∣∣ dθ − log |f(0| = log
Rn

|z1| . . . |zn|
=
∫ R

0

n(r)
dr

r
.

We recall the notation
∫

(c)
f(s)ds = i

∫ +∞
−∞ f(c+ it)dt.

Lemma 3.9. (Perron’s integral)

(3.4)
1

2πi

∫
(c)

ysds

s(s+ 1) . . . (s+ h)
=

 1
h!

(
1− 1

y

)h
if y ≥ 1

0 else.

This follows by moving the line of integration to the left (resp. to the right) if
y ≥ 1 (resp. if y < 1) picking up residues at s = −k equal to 1

h!

(
h
k

)
(−1)kx−k (resp.

no residue).

Proposition 3.10. (Perron’s Formula) Let L(s) =
∑∞
n=1 ann

−s be absolutely con-
vergent for <s = c then

(3.5)
1

2πi

∫
(c)

L(s)xs+hds
s(s+ 1) . . . (s+ h)

=
1
h!

∑
n≤x

an(x− n)h.

(For h = 0 one has to slightly modify the formulas so that when y = 1 (or x = n)
one gets a contribution 1/2 instead of 1).



26 M. HINDRY

3.2. Tauberian theorems. We give two examples of so-called tauberian theorems,
each one leading to a proof of the prime number theorem. It is relatively easy to
show that if

∑
n≤x an = λx+ o(x) then limσ→1(σ − 1)

∑
n ann

−σ = λ, this type of
summation results are called abelian theorems; the converse is not always true and
typically theorems asserting (under additional hypothesis) the reciprocal are called
tauberian theorems.

Theorem 3.11. (Ikehara) Let Z(s) =
∑
n≥1 ann

−s be a Dirichlet series convergent
for <s > 1 with an ≥ 0; suppose that Z(s)− λ

s−1 extends to a holomorphic function
on <s ≥ 1 then we have:

(3.6)
∑
n≤x

an = λx+ o(x).

Notice that the theorem applied to Z(s) = −ζ ′(s)/ζ(s) gives

ψ(x) :=
∑
n≤x

Λ(n) ∼ x,

and thus immediately implies the prime number theorem, once we have Hadamard
– de la Vallée Poussin result (theorem 1.6).

The next result, due to Newmann, has a similar but distinct flavour.

Theorem 3.12. Let h(t) be a bounded locally integrable function then the integral

F (s) =
∫ +∞

0

h(u)e−sudu

is convergent and holomorphic on the half-plane <(s) > 0. Suppose this function
has analytic continuation to an open neighbourhood of <(s) ≥ 0, then the integral
for s = 0 converges and

F (0) =
∫ +∞

0

h(u)du.

Denote θ(t) :=
∑
p≤x log p. We may apply the latter theorem to the function

F (s) =
∫ +∞

1

θ(t)− t
ts+2

dt

=
∫ +∞

0

θ(eu)− eu

eu(s+2)
eudu =

∫ +∞

0

[
θ(eu)e−u − 1

]
e−usdu.

Indeed the function h(u) := θ(eu)e−u − 1 is piecewise continuous. Checking holo-
morphic continuation we’ll conclude that the integral

F (0) =
∫ +∞

0

(θ(eu)e−u − 1)du =
∫ +∞

1

θ(t)− t
t2

dt

is convergent. It is then elementary to conclude θ(x) ∼ x which is a form of the
prime number theorem.
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To check analytic continuation, apply the following transformations to F (s) (for
<(s) > 0) :

F (s) =
∫ +∞

1

θ(t)− t
ts+2

dt

=
∞∑
n=1

∫ n+1

n

θ(t)t−s−2dt−
∫ +∞

1

t−s−1dt

=
∞∑
n=1

θ(n)
n−s−1 − (n+ 1)−s−1

s+ 1
− 1
s

=
1

s+ 1

∞∑
n=1

n−s−1 (θ(n)− θ(n− 1))− 1
s

=
1

s+ 1

∑
p

p−s−1 log(p)− 1
s
·

On the other hand

−ζ
′(s)
ζ(s)

=
∑
p,m≥1

log(p)p−ms =
∑
p

log(p)p−s +
∑
p,m≥2

log(p)p−ms.

The second term is holomorphic for <(s) > 1/2, hence
∑
p log(p)p−s = − ζ

′(s)
ζ(s) +

holomorphic function on <(s) > 1/2, and finally

F (s) = − ζ ′(s+ 1)
(s+ 1)ζ(s+ 1)

− 1
s

+ holomorphic function on <(s) > −1/2.

Using Hadamard – de la Vallée Poussin result (theorem 1.6) we may conclude.

3.3. Estimates for zeta functions. We now use the previous theory to give
estimates for zeta functions. Let us axiomatise the properties we will use (we
think of M as being Hw(X) for some smooth projective variety): there is a weight
w = w(M), a “Betti number” b = b(M), “Hodge numbers” hi, h

′
i, a conductor

N = N(M).

(1) (Euler product) We have L(M, s) =
∏
p Lp(M, s) with

Lp(M, s) =
b(M)∏
j=1

(1− αp,jp−s)−1,

such that |αp,j | ≤ pw/2 with equality whenever p does not divide N =
N(M). Therefore the Euler product is absolutely convergent for <s >
1 + w/2.

(2) (Functional equation) Define the “completed” L-function as:

Λ(M, s) = Ns/2
∏
i

ΓR(s+ ai)hiΓC(s+ bi)h
′
iL(M, s),

then Λ(M, s) = ±Λ(M,w + 1− s).
We will also study some consequences of the (generalised) Riemann Hypothesis

which states that the zeroes of Λ(M, s) are located on the line <s = (w + 1)/2.
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Lemma 3.13. Let σ > 1 + w/2 then
(3.7)
|L(M,σ + it)| ≤ ζ(σ − w/2)b(M) and | logL(M,σ + it)| ≤ b(M) log ζ(σ − w/2).

Proof. We simply use the inequality |1− z|−1 ≤ (1− |z|)−1 (when |z| < 1) to write

|L(M,σ + it)| =
∏
p

b(M)∏
j=1

|1− αp,jp−s|−1 ≤
∏
p

(1− pw2 −σ)−b(M) = ζ(σ − w

2
)b(M).

The second inequality is proven in the same fashion. �

Using the functional equation and Phragmén–Lindelöf, one gets

Corollary 3.14. (Convexity bound) Define H =
∑
i hi + 2

∑
i h
′
i then

(3.8) |L(M,σ + it)| �
(
N(1 + |t|)H

)ψ(σ)+ε

where ψ is a convex function such that

ψ(σ) =

{
0 when σ ≥ 1 + w

2
w+1

2 − σ when σ ≤ w
2 .

Proof. Indeed from the functional equation we get that

L(M, s) = N
w+1

2 −s
L∞(M,w + 1− s)

L∞(M, s)
L(M,w + 1− s).

Now Stirling formula (3.2) implies that, as t goes to infinity,

L∞(M,w + 1− σ − it)
L∞(M,σ + it)

∼ C|t|H(w+1
2 −σ).

This gives the formula for ψ(σ) outside the critical strip; the convexity of ψ(σ) is a
restatement of Phragmén–Lindelöf estimate. �

Notice that when σ ∈ [w2 , 1 + w
2 ] then min{0, w+1

2 − σ} ≤ ψ(σ) ≤ 1
2 (1 + w

2 − σ)
so that for example

L

(
w + 1

2
+ it

)
� (N(1 + |t|)H)

1
4 +ε and L

(
w + 1

2

)
� N

1
4 +ε.

If we allow the generalised Riemann hypothesis then using Borel-Carathéodory and
the three circles lemma one can show

Corollary 3.15. Assume further the L function satisfies the generalised Riemann
hypothesis then we may choose ψ(σ) = min{0, w+1

2 − σ} and in particular

(3.9) L

(
w + 1

2
+ it

)
� (N(1 + |t|)H)ε and L

(
w + 1

2

)
� N ε.

Proof. Assuming the Riemann Hypothesis, the function g(s) = logL(M, s) is holo-
morphic on <s > w+1

2 and <g(s) = log |L(M, s) � log(N(1 + |t|H). Using
Borel-Carathéodory lemma we obtain a bound of the shape |g(w+1

2 + η + it)| �
η−1 log(N(1 + |t|H). Applying Hadamard’s three circles lemma to the circles of
center σ1 + it (where σ1 is chosen very large) and radii σ1 − w

2 − 1− η, σ1 − σ and
σ1− w+1

2 −η, we will obtain a bound |g(w+1
2 +2η+ it)| � η−1

(
log(N(1 + |t|H)

)1−η
from which it follows that L(M, s) is O

(
(N(1 + |t|H))ε

)
when <s ≥ w+1

2 . �
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Applying Cauchy’s bounds, one gets similar estimates for the derivatives, i.e. for
example 1

r!L
(r)
(
w+1

2

)
�r,ε N

ε. As explained in the last lecture, it would be very
interesting to show a similar lower bound for the first non vanishing derivative, i.e.
if we let r be the order of vanishing of L(s) at s = w+1

2 then does there exist a
lower bound of the shape:

1
r!
L(r)

(
w + 1

2

)
� N−ε ?

This question is intimately connected with the distribution of zeroes near s = w+1
2

as one can see for example on the Hadamard factorisation.

L(M, s) = eAs+B
∏
ρ

(
1− s

ρ

)
e
s
ρ .

In fact, if such an estimate is true, it implies, via Jensen formula (lemma 3.8)
applied to f(s) = L∗(w+1

2 + s) := L(w+1
2 + s)s−r with a small radius η, that, if we

denote n(r) the number of zeroes in the disk of center w+1
2 and radius r, we have∫ η

0
n(r)drr = o(logN). In particular this would imply that ρ0 the zero closest to

w+1
2 (but different) satisfies |ρ0 − w+1

2 | � N−ε.
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4. Lecture IV : Special values of zeta functions

Convention 4.1. By convention we will call the “special value” at s = k (in
practice k will be an integer or half an integer) of a meromorphic function L(s) the
leading term of its Taylor expansion; that is if L has a zero of order r at s = k
(resp. a pole of order −r) we define:

L∗(k) := lim
s→k

(s− k)−rL(s).

There is a wealth of fascinating formulas, the oldest being

ζ(2) =
π2

6
, ζ(4) =

π4

90
, more generally π−2nζ(2n) ∈ Q∗.

In general the special value will have the shape:

ζ∗(M,k) = (rational number)× (period)× (regulator).

In the previous example the period is π2n and the regulator is trivial (i.e. equal to
1). The interest of “special values” was noted explicitely by Hecke whom we quote :
“the precise knowledge of the behaviour of an analytic function in the neighbourhood
of its singular points is a source of number-theoretic theorems”.

We will mainly be concerned by the size of regulators; the idea is simple : suppose
L ∼= Zn is a lattice in E = Rn, then, in order to give bounds for a set of generators
of L it suffices to have two estimates:

(1) An upper bound for the covolume vol(E/L);
(2) A lower bound for the norm of the smallest non zero vector in L.

Indeed one of Minkowski’ s theorem in geometry of numbers states that there is
a basis e1, . . . , en of L such that

n∏
i=1

|ei| ≤ cn vol(E/L)

(Notice that for any basis we have vol(E/L) ≤
∏n
i=1 |ei|.)

The two examples of lattices of interest will be the following.

Lattice of units of a number field. Let F be a number field with r1 real
embeddings σ1, . . . , σr1 and r2 pairs of complex embeddings {τj , τ̄j} (for 1 ≤ j ≤
r2). Define the logarithmic map

LOG : O∗F → Rr1+r2 ,

by LOG(x) = (log |σ1(x)|, . . . , log |σr1(x)|, 2 log |τ1(x)|, . . . , 2 log |τr2(x)|). Then the
kernel is given by the roots of unity and the image is a discrete subgroup contained
in the hyperplane H with equation x1 + · · · + xr1 + y1 + · · · + yr2 = 0. In fact
L := LOG(O∗F ) is a lattice in H which means that the rank of O∗F is r := r1 +r2−1
(the fact that the rank is at most r1 + r2− 1 is clear, the equality is a theorem due
to Dirichlet). The regulator is the covolume of this lattice which can be computed
by the explicit formula, where ε1, . . . , εr is basis of O∗F / roots of unity :

(4.1) RF = |det (δi log |σi(εj)|)|
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where σi runs among all pairwise non conjugate embeddings minus one5 and δi = 1
(resp. = 2) for σi real (resp. for σi complex).

The question of bounding the size of generators of the group of units is thus
tantamount to bounding RF .

Mordell-Weil Lattice. Let A be an elliptic curve (or more generally an abelian
variety) defined over K = Q (or more generally over a global field K). The Mordell-
Weil theorem states that A(K) is a finitely generated group. Further there is a
canonical height (also called Néron-Tate height6) ĥ : A(K)→ R, which provides an
intrinsic notion of size of a rational point and satisfies the following properties :

(1) It is a counting function, which means that the set {x ∈ A(K) | ĥ(x) ≤ C}
is finite for any C.

(2) It is a positive definite quadratic function, which means that

〈x, y〉 :=
1
2

(ĥ(x+ y)− ĥ(x)− ĥ(y))

is bilinear and the induced quadratic map ĥR : A(K) ⊗ R → R is positive
in the usual sense.

One can give a quick construction of the Néron-Tate height as follows.
Define first the (logarithmic) “näıve height” of a point P ∈ Pn(K) with projective

coordinates P = (x0, . . . , xn) by the formula

(4.2) h(P ) :=
∑
v∈MK

log max |xi|v .

Notice that the definition is independent of the choice of projective coordinates,
thanks to the product formula (1.25). Choosing an embedding φ : A ↪→ Pn we
obtain a height h := hφ : A(K) → R defined by hφ(P ) := h(φ(P )). The Néron-
Tate height is then equal to the limit :

(4.3) ĥ(P ) = ĥφ(P ) = lim
m

h(2mP )
4m

.

Definition 4.2. Let P1, . . . , Pr denote a Z-basis of A(K)/A(K)tor, the Néron-Tate
regulator is the determinant :

(4.4) Reg(A/K) := det (〈Pi, Pj〉)1≤i,j≤r .

The regulator is the square of the covolume of the lattice A(K)/A(K)tor in
A(K) ⊗ R. The question of bounding the size of generators of the Mordell-Weil
group A(K) is thus tantamount to bounding Reg(A/K).

5The definition seems to depend on the omitted embedding but the formula
Pr1
i=1 log |σi(ε)|+

2
Pr2
j=1 log |τj(ε)| = 0 is true for all unit ε and shows that the absolute value of the determinant

does not depend on this choice.
6To be precise, the canonical height is in the general case a bilinear form (·, ·) : A(K)×A∨(K)→

R where A∨ denotes the dual abelian variety; one then needs a polarisation λ : A → A∨ (or

alternatively an embedding A ↪→ Pn) to define the height ĥλ(x) = − 1
2

(x, λ(x)). Since we’ll deal

essentially with the example of elliptic curves this subtlety disappears.
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4.1. The residue of Dedekind zeta function. The first deep theorem about
special values we will mention is:

Theorem 4.3. The special value of the Dedekind zeta function at s = 1 is:

(4.5) ζ∗F (1) = lim
s→1

(s− 1)ζF (s) =
hFRF√

∆F

· 2r1(2π)r2

wF
.

Via the functional equation, this translates into the following slightly more ele-
gant formula : the function ζF (s) has a zero of order r1 + r2 − 1, the rank of the
group of units, and :

ζ∗F (0) := lim
s→0

s−r1−r2+1ζF (s) = −hFRF
wF

.

Here all quantities have been defined except wF which is the number of roots of
unity inside F ∗; it can be viewed as the cardinality of O∗F,torsion.

4.2. Class number formulas. Let χ denote a non trivial Dirichlet character. It
is possible to give a finite expression for the series L(χ, 1) :=

∑
n≥1

χ(n)
n using the

following elementary formula. Put `(θ) :=
∑
n≥1 exp(inθ)n−1. Then, for θ ∈]0, 2π[,

we have

`(θ) = − log(2 sin(θ/2)) + i

(
π

2
− θ

2

)
.

For a primitive character χ 6= χ0 one may deduce

(4.6) L(χ, 1) =

{
πiG(χ)

N2

∑N
a=1 χ̄(a)a if χ(−1) = −1

−G(χ)
N

∑N
a=1 χ̄(a) log |1− exp(2πa/N)| if χ(−1) = +1.

On the other hand, when K = Q(exp(2πi/N), we have

ζK(s) = ζ(s)
∏
χ

L(χ, s),

where the product is over non trivial primitive Dirichlet characters modulo N . We
may deduce the first form of the class number formula :

(4.7)
2r1(2π)r2

w

hR√
∆

=
∏
χ 6=χ0

L(χ, 1).

Let us specialise a bit to N = p a prime number. By writing the corresponding
formulas for K = Q(exp(2πi/p) and K+ := K ∩R = Q(cos(2πi/p)) we then obtain
formulas

(4.8) hK = wK
RK+

RK

∏
oddχ

(
−1

2
Bχ

)
where we set Bχ = 1

p

∑p
a=1 χ(a)a and recall that wK = 2p is the number of roots

of unity in K.
Notice that r1(K) = 0, r2(K) = [K : Q]/2 = (p − 1)/2 whereas r1(K+) =

[K+ : Q] = (p− 1)/2 and r2(K+) = 0 thus O∗K and O∗K+ have the same rank and
the latter is a subgroup of finite index in the former. One can finally identify the
quotient RK+

RK
with the class number of K+ and obtain the following class number

formula.
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Theorem 4.4. Let K = Q(exp(2πi/p)) and K+ := K ∩ R = Q(cos(2πi/p)) and
let hp and h+

p be their respective class number then

(1) One may factor hp = h+
p h
−
p where h−p is an integer.

(2) One has the formula

(4.9) h−p = wK
∏

oddχ

(
−1

2
Bχ

)
.

One may in fact prove similar class number formulas for any abelian extensions
of Q. For a quadratic field K with discriminant ∆ the corresponding basic formula
is

(4.10) Res(ζK , 1) =

{
2πhK
wK
√

∆
if K imaginary

2hK log ε√
∆

if K real,

where ε is the fundamental unit. On the other hand if K = Q(
√
D) we have a

decomposition ζK(s) = ζ(s)L(χD, s) and hence

(4.11) Res(ζK , 1) = L(χD, 1),

where the character χD can be described as follows. Any prime number p is either
decomposed or inert or ramified in K/Q, which means that pOK = p1p1 or p or p2;
if we denote D, I, R the set of decomposed, inert or ramified primes we have

(4.12)

ζK(s) =
∏
p∈D

(1− p−s)−2
∏
p∈I

(1− p−2s)−1
∏
p∈R

(1− p−s)−1

= ζ(s)
∏
p∈D

(1− p−s)−1
∏
p∈I

(1 + p−s)−1 = ζ(s)
∏
p

(1− χD(p)p−s)−1.

Thus for p 6= 2 we have χD(p) =
(
D
p

)
(the Legendre symbol); the fact that the

function χD thus defined is a Dirichlet character is essentially equivalent to the
quadratic reciprocity law, the ancestor of Artin reciprocity law.

These formulas are basic for theoretical study and explicit computations of class
numbers.

4.3. The Birch and Swinnerton-Dyer conjecture. There are many results and
conjectures about special values of Hasse-Weil zeta and L-functions, let us mention
there are general conjectures by Lichtenbaum, Deligne, Beilinson and Bloch-Kato.
I’ll only discuss here the mother of them all : the Birch and Swinnerton-Dyer
conjecture.

We first need to define more quantities; we’ll do it for elliptic curves over K = Q
or Fp(C) though it would not be much more difficult to do it for abelian varieties
over global fields. Let R := Spec(Z) or C, we have a so-called Néron model A → R
with neutral section e : R→ A.

(1) We already introduced the Néron-Tate regulator which we denote Reg(A/K).
(2) The Tate-Shafarevich group is defined as a measure of a local-global coho-

mological obstruction (where v runs over all places of K):

X(A/K) := ker

{
H1(Gal(Ksep/K), AK)→

∏
v

H1(Gal(Ksep
v /Kv), AKv )

}
.
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(3) TheTamagawa numbers is the product T (A/K) =
∏
v cv(A/K) where the

quantity cv(A/K) is the number of components defined over the residual
field of the special fiber above v of the Néron model of A/K.

(4) (WhenK = Q) The period is ΩA =
∫
A(R)

ω where ω is the Néron differential.
(5) The height h(A/K) is the Faltings height in the case of number fields and

simply deg e∗Ω1
A/C in the function field case; we also introduce the expo-

nential height as H(A/K) = exp(h(A/K)) in the number field case and
H(A/K) = ph(A/K) in the function field case.

For convenience define

W(A/K) :=

{
ΩA/K in the number field case
H(A/K)−1pd(1−g) in the function field case,

then we may formulate

Conjecture 4.5 (The Birch & Swinnerton-Dyer conjecture). The following state-
ments holds true.

(1) The L-function L(A/K, s) is analytic at s = 1 and

rankA(K) = ords=1 L(A/K, s).

(2) The group X(A/K) is finite.
(3) The special value at s = 1 is given by

(4.13)

L∗(A/K, 1) = lim
s→1

L(A/K, s)
(s− 1)r

=
#X(A/K) · Reg(A/K)
#A(K)tor ·#A∨(K)tor

· T (A/K) · W(A/K).

The conjecture can be viewed as a sophisticated version of the local global princi-
ple. One collects local informations (for elliptic curves this involves only the number
of points modulo p) and builds with them a global object (the L-function), using
analytical continuation beyond the half-plane of convergence, one hopes to gather
important global information encoded in the L-function such as the rank of the
Mordell-Weil group, the Néron-Tate regulator. Notice that for example the BSD
conjecture asserts that:

(1) The Mordell-Weil group is finite if and only if L(A/K, 1) 6= 0.
(2) (Parity conjecture) Let r = rankA(K) then the sign of the functional equa-

tion is (−1)r.
Both of these corollaries have been checked on thousands of examples and it is
known, for modular elliptic curves, that if L(A/K, 1) 6= 0 (resp. if L(A/K, 1) = 0
and L′(A/K, 1) 6= 0) then r = 0 (resp. r = 1).

This marvelous conjecture is far from settled; the Tate-Shafarevich group is not
even known to be finite in general and analytic continuation until s = 1 of the
L-function is only known for elliptic curves over Q (Wiles) and modular or CM
abelian varieties (Shimura). Over Q if the order of the zero of L(A/Q, s) is ≤ 1,
the first two items are true and the third is true up to a rational number which, in
a finite number of cases has been computed to be 1!

The situation is better over function fields where we know that rankA(K) ≤
ords=1 L(A/K, s), and finiteness of some `-primary component of X(A/K) is equiv-
alent to the equality rankA(K) = ords=1 L(A/K, s). Further, when true, these
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equivalent statement imply the full conjecture; thus there is a large supply of abelian
varieties over function fields for which the full BSD conjecture is settled.
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5. Lecture V : Brauer-Siegel type theorems (and conjectures)

5.1. Brauer-Siegel theorem for number fields.

Theorem 5.1 (Brauer-Siegel Theorem). Suppose that F varies over a family of
number fields of fixed degree over Q. Denote by ∆F the absolute value of the dis-
criminant of F/Q and suppose that ∆F tends to infinity, then :

(5.1) log(hF ·RF ) ∼ log
(

∆1/2
F

)
,

where hF denotes the class number of F and RF the regulator of the group of units
of F .

Applications.
(1) For imaginary quadratic fields K = Q(

√
−D) the theorem yields

D
1
2−ε � h−D � D

1
2 +ε,

displaying in an explicit way that the class number goes to infinity quite
rapidly.

(2) For real quadratic fields K = Q(
√
D) the theorem yields

D
1
2−ε � hD log εD � D

1
2 +ε,

displaying in an explicit way that at least one of the two quantities (the
class number and the size of the fundamental unit) goes to infinity quite
rapidly. It also provides a bound

(5.2) log εD � D
1
2 +ε,

which is best possible for the D’s with say bounded hD (conjectured to be
infinitely many).

(3) For any degree d, it is possible to construct sequences of fields F of degree

d with small regulator hence large class number, say hF � ∆
1
2−ε
F . For

example take F = Q(α) with α a root of P (T ) =
∏d
j=1(T − ja) + b (for

well chosen a, b).
(4) In general we get bounds for both the regulator and class number

hF � ∆
1
2 +ε

F and RF � ∆
1
2 +ε

F .

The proof of the Brauer-Siegel starts with the formula for the residue of ζF (s)
and essentially boils down to show that ∆−εF � ζ∗F (1) � ∆ε

F for fields of fixed
degree [F : Q] = d. The upper bound is relatively easy and follows from an integral
representation similar to (1.10) of the shape:

ξF (s) =
λF

s(s− 1)
+ fF (s),

where λF = ξ∗F (1) is the residue of ξF (s) at s = 1 and fF (s) is such that for real s
we have fF (s) ≥ 0 and even � ∆s/2

F . Picking σ > 1 we obtain

λF ≤ σ(σ − 1)ξF (σ).

Elementary estimates give ζF (σ) ≤ ζ(σ)d ≤
(

1 + 1
σ−1

)d
and thus choosing σ =

1 + 1/ log ∆F we’ll get a bound of the shape λF � ∆
1
2
F (log ∆F )d, hence ζ∗F (1) =

(2π)r2∆−
1
2

F λF � (log ∆F )d.
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The lower bound is much harder. Granting the Riemann hypothesis or more
modestly granting the non existence of Siegel zeroes, i.e. zero of ζF (s) located on a
segment [1− c

log ∆ , 1[ we can give a quick proof. Indeed selecting a point 0 < σ < 1
where ζF (σ) < 0 (or equivalently ξF (σ) < 0) we get

λF > σ(1− σ)fF (σ)� σ(1− σ)∆
1−σ

2
F .

Thus if we are allowed to choose σ = 1−1/ log ∆F we get the required estimate. In
fact this proof requires non existence of zeroes of the zeta function on the segment
[1 − cε∆−ε, 1]; this is exactly what Siegel proved for quadratic fields (and was
extended by Brauer to all number fields, using theorem 2.3) with, unfortunately,
ineffective (not computable) constants cε; we give below a sketch of proof of Siegel’s
result.

One can ask what happens if we relax the conditions and allow say [K : Q] to
go to infinity; the question has been thoroughly explored by Tsfasman and Vlăduţ.
To describe one of their main results we need a bit of notation.

Definition 5.2. For a number field K and q = pm we denote Φq(K) the number
of places of K with norm equal to q. For a sequence of number fields Ki we define
the limits (when they exist):

Φq := lim
i

Φq(Ki)
log
√

∆Ki

; ΦR := lim
i

r1(Ki)
log
√

∆Ki

and ΦC := lim
i

r2(Ki)
log
√

∆Ki

.

We call asymptotically exact a family for which these limits all exists (this can
always be achieved by extracting a subsequence).

In the following a sequence Ki of fields is almost normal if each Ki is contained
or contains a normal field K ′i with [K ′i : Ki] or [Ki : K ′i] bounded (the definition
given in [TsVl02] is actually more general) .

Theorem 5.3. (Tsfasman – Vlăduţ) Let Ki be an asymptotically exact family of
number fields and assume that either all Ki/Q are almost normal or that GRH
holds, then

(5.3) lim
i

log (hKiRKi)
log
√

∆Ki

= 1 +
∑
q

Φq log
(

q

q − 1

)
− ΦR log 2− ΦC log 2π.

Remark 5.4. If [K : Q] is bounded or even if [K : Q]/ log ∆K goes to zero, we see
easily that Φq = ΦR = ΦC = 0 and we recover the original Brauer-Siegel theorem,
but there exists many interesting families of fields for which the limit in theorem
5.3 is not equal to 1.

5.1.1. Appendix: Siegel’s theorem according to Goldfeld. The proof of Brauer–Siegel
theorem without using GRH is complicated. We give here Golfeld’s proof [Go74]
in the (essential) case of quadratic fields. It is based on the relatively elementary
(see below) fact that for a quadratic (real) character of conductor D, we have the
bounds D−1/2 � |L(1, χ)| � logD; to obtain a better lower bound is more delicate
and is the true content of Siegel’s theorem.
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Theorem 5.5. For all ε > 0 there exists C(ε) > 0 such that for all real characters
of conductor D we have

(5.4) L(1, χ)� C(ε)
Dε

.

As mentionned before, the proof requires the following two lemmas.

Lemma 5.6. Let χ be a Dirichlet character of modulus D then

|L(1, χ)| � logD.

Proof. We split the converging series at Y :

L(1, χ) =
∑
m≤Y

χ(m)
m

+
∑
m>Y

χ(m)
m

.

The first sum is bounded by
∑
m≤Y

1
m ≤ log Y +c1; for the second sum we introduce

Mχ := max |
∑
A<m<B χ(m)|; clearly Mχ ≤ D. Abel’s summation then gives:∣∣∣∣∣∑

m>Y

χ(m)
m

∣∣∣∣∣ ≤ ∑
m≥Y

∣∣∣∣∣∣
∑
n≤m

χ(n)

∣∣∣∣∣∣ (m−1 − (m+ 1)−1)�MχY
−1

The choice Y = Mχ provides L(1, χ)� logMχ ≤ logD. �

Lemma 5.7. Let χ be a quadratic Dirichlet character of modulus D then

|L(1, χ)| � D−1/2.

Proof. Indeed if χ corresponds to an imaginary quadratic field K (in particular ∆K

is equal to D up to a small factor) then we have

L(χ, 1) = Ress=1ζK(s) =
2πhK
w
√

∆K

� D−1/2,

whereas if χ corresponds to a real quadratic field K then we have

L(χ, 1) = Ress=1ζK(s) =
2hK log ε√

∆K

� D−1/2.

�

Proof. (sketch of proof of theorem 5.5) Introduce the product of zeta functions:

f(s) := ζ(s)L(s, χ1)L(s, χ2)L(s, χ1χ2).

The crucial property is that the Dirichlet coefficients of f(s) =
∑
ann

−s are posi-
tive7; indeed the Euler factor is

fp(s) =
1

(1− p−s)(1− χ1(p)p−s)(1− χ2(p)p−s)(1− χ1χ2(p)p−s)
and thus

log fp(s) =
∑
m≥1

(1 + χ1(pm))(1 + χ2(pm))
p−ms

m
.

We denote λ := L(1, χ1)L(1, χ2)L(1, χ1χ2) the residue of f(s) at s = 1.

7The “true” reason for this is that if the characters χi correspond to quadratic fields Ki then,

up to finitely many Euler factors, the function f(s) is the Dedekind zeta function of the field
K1K2.
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The following claim is easy but its innocent and trivial proof is responsible for
the ineffectivity in Siegel’s theorem.

Lemma 5.8. For all ε > 0, there exists χ1 mod D1 and β ∈]1− ε, 1[ such that for
any χ2 we have f(β) ≤ 0.

Indeed if there are no Siegel zeroes, any β ∈]1 − ε, 1[ will do; otherwise let
β ∈]1− ε, 1[ be a zero for some χ1.

By shifting in the following positive integral the line of integration from σ = 2
to σ = −β we get, using Perron’s formula

1� 1
4!

∑
n≤x

ann
−β(1− n

x
)4 =

1
2πi

∫ 2+i∞

2−i∞
f(s+β)

xs

s(s+ 1)(s+ 2)(s+ 3)(s+ 4)
ds

= λ
x1−β

(1− β)(2− β)(3− β)(4− β)(5− β)
+
f(β)

4!
+O

(
(D1D2)1+ε

xβ(1− β)

)
.

Here the upper bound for
∫

(−β)
f(s + β) xs

s(s+1)(s+2)(s+3)(s+4)ds relies on the func-
tional equation and Phragmén-Lindelöf as in section 3.3.

Since by lemma 1 we have f(β) ≤ 0 we infer that 1� λx
1−β

1−β if (D1D2)2+ε � x

because λ � 1
D1D2

. Consequently, since λ � L(1, χ1) log(D1D2) logD1 we get
upon picking x = c(D1D2)2+ε = c′D2+ε

2 :

L(1, χ2) > cD
−(2+ε)(1−β)
2 (logD2)−1,

which gives what we want provided (say) (2 + ε)(1 − β) < ε/2 and D2 is large
enough. �

5.2. Brauer-Siegel theorem for abelian varieties. A look at the residue for-
mula for the Dedekind zeta function and the Birch and Swinnerton formula suggests
the following correspondence:

ζF (s) ↔ L(A/K, s)

hF ↔ |X(A/K)|

RF ↔ Reg(A/K)

O∗F,torsion ↔ (A(K)×A∨) (K)torsion

√
∆F ↔ ΩA or H(A/K),

and, being a bit more audacious:

Conjecture 5.9. (Analogue of Brauer-Siegel theorem for abelian varieties) Con-
sider the family of abelian varieties A of fixed dimension d, defined either over
a fixed number field K or over the function field K of a smooth, projective, geo-
metrically connected algebraic curve C defined over the finite field Fq with q := pn

elements. Denote by H(A/K) its exponential height and suppose that it tends to
infinity, then :

(5.5) log (#X(A/K) · Reg(A/K)) ∼ logH(A/K),
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where #X(A/K), resp. Reg(A/K), denotes the order of the Tate-Shafarevich
group, resp. the Néron-Tate regulator of A/K.

If true this conjecture implies the following remarks.
(1) It provides an upper bound Reg(A/K) � H(A/K)1+ε and thus a bound

for the size of generators of the Mordell-Weil group.
(2) Similarly, since the regulator cannot be too small, it implies a bound for

the size of the Tate-Shafarevich group, namely #X(A/K)� H(A/K)1+ε.
(3) When r = 0 (or equivalently under the BSD conjecture when L(A/K, 1) 6=

0) we get a lower bound #X(A/K)� H(A/K)1−ε.
Just like in the number field case, it is interesting to look at the “orthogonal

case” when one fixes the abelian variety and makes the field K grow in towers.
There is the following result8 over function fields.

Theorem 5.10. (Tsfasman-Kunyavskĭı [KuTs08]; Zykin [Zy09]) Let A0 be an el-
liptic curve defined over Fp and let Ki = Fp(Ci) be a tower of fields with the genus
of Ci going to infinity. then

(5.6) lim
i

logp(#X(A0/K) Reg(A/K))
g(Ci)

= 1−
∑
m=1

βm logp
|A0(Fpm)|

pm
.

where βm is defined as the limit (assumed to exist – which is always possible after
extracting a subsequence) of |Ci(Fpm)|/g(Ci).

Notice that finiteness of the Tate-Shafarevich group is, in the case of a constant
abelian variety, a theorem due to Milne.

The situation over number fields is still very conjectural (we formulate here
everything over Q but there is no difficulty in extending at least the statements to
arbitrary abelian variety and number field) :

Theorem 5.11. (H–[Hi07]) Assuming BSD conjectures for elliptic curves A/Q and
the generalised Riemann hypothesis for L(A/Q, s) then

lim sup
log (#X(A/Q) · Reg(A/Q))

logH(A/Q)
≤ 1.

Assuming further an analytic estimates of the type L∗(A/Q, 1)| � H(A/Q)−ε then
log (#X(A/Q) · Reg(A/Q)) ∼ logH(A/Q).

The situation over function fields is better.

Theorem 5.12. (H–Pacheco [HiPa10]) Consider the family of elliptic curves over
a function field K = Fq(C). Assume finiteness of some `-primary component of
X(A/K) (or equivalently that the order of the zero of L(A/K, s) at s = 1 is the
expected one) then

−5≤ lim inf
log (#X(A/K)·Reg(A/K))

logH(A/K)
≤ lim sup

log (#X(A/K)·Reg(A/K))
logH(A/K)

≤ 1.

Assuming further an analytic estimates of the type L∗(A/K, 1)| � H(A/K)−ε then
log (#X(A/K) · Reg(A/K)) ∼ logH(A/K).

Granting the BSD conjecture, the proof requires the following three estimates :

8Tsfasman indicated to me there is a gap in the paper [KuTs08] hence, though the result is
most probably true, the proof should be regarded as incomplete at the present time.



ζ AND L-FUNCTIONS 41

(1) Show that 1 ≤ #A(K)×A∨(K)tor � H(A)ε.
(2) Show that 1 ≤ T (A/K)tor � H(A)ε.
(3) Show that H(A)−ε � L∗(A/K, s)� H(A)ε.

Each is somewhat delicate but the lower bound in the third is the most difficult and
a general argument is still missing. Nevertheless for some families the conjecture
may be fully proven :

Theorem 5.13. (H–Pacheco [HiPa10]) Consider the family of elliptic curves Ed
over the function field K = Fp(t) = Fp(P1) defined by their Weierstrass equation:

y2 + xy = x3 − td.
The Tate-Shafarevich group of Ed/K is finite and, as d goes to infinity, we have:

log (#X(Ed/K) · Reg(Ed/K)) ∼ logH(Ed/K) ∼ d

6
log q.

This family was studied by Ulmer who showed that is contains curves with very
large rank.
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6. Commented bibliography

We give here indications about where and what to read to go further than this
brief and sketchy introduction.

Lecture I. Among excellent general references on analytic number theory I’ll
recommend [Da80, IwKo04, Te95]. For algebraic number theory, including an in-
troduction to Artin and Dedekind zeta functions read [La70].

Lecture II. A concise introduction to Weil conjectures may be found in [Ha83]
(appendix C.); for the construction of an adequate cohomology a comprehensive
reference is [Mi80], the presentation of Hasse-Weil zeta functions is inspired by
[Se70, Se65], for a nice introduction to elliptic curves see [Sil86], for modular forms
see [DiSh08]; the theory of automorphic representation has its roots in [Ta50], see
[Bu97] for a friendly introduction.

Lecture III. The classical complex variable lemmas, Tauberian theorems and
analytic estimates may be found in [Da80, IwKo04, Te95]. To see the use of
tauberian theorems in the context of Hasse-Weil L-functions, read for example
[HiPa05, HiPaWa05].

Lecture IV. For a description of many formulas (some conjectural) describing
special values of zeta and L-functions see [RaScSc88, Be85, BlKa90, De79, GrZa86,
Li83, Wa82], the BSD formula over function fields was formulated in [Ta66], for
related conjectures see also [Ta65],

Lecture V. The classical Brauer-Siegel theorem is proven in [Br47, Sie35]; a later
and simpler proof appeared in [Go74]; for further study see [St74, Ts01, TsVl02].
The various analogues for elliptic curves and abelian varieties are studied in [Hi07,
HiPa10, KuTs08, Zy09], the example is studied in [Ul02]. For the lower bound
conjecture and its link with small zeroes [IwLuSa00].
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